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Abstract-In this paper an improved mathematical model of melt/water detonations is described. The 
model has been developed to study the escalation and propagation stages of a vapour explosion. The 
modelling presented in this paper represents a significant extension of an earlier version of the CULDESAC 
code (D. F. Fletcher and A. Thyagaraja, Appl. Math. Modelling 13, 339-347 (1989)), also developed at 
Culham Laboratory. After describing the physics of this problem, a complete description of the con- 
servation equations and constitutive relations which form the model is given. The solution procedure is 
then described and some results from example simulations are presented. These results demonstrate the 
improved performance of the new model and illustrate the effect of the initial mixture void fraction on 
propagation. The role played by various solution parameters and constitutive physics assumptions is also 

examined. Part II of this paper contains a detailed study of the escalation stage. 

1. INTRODUCTION 

IF A HOT liquid (melt) contacts a cooler volatile liquid, 
in some circumstances the energy transfer rate can be 
so rapid and coherent that an explosion results. Such 
explosions are a well-known hazard in the metal cast- 
ing industry [l], in the transportation of liquefied 
natural gas over water [2], in the paper industry where 
a molten salt (called smelt) may contact water [3], and 
it is postulated that they may occur in submarine 
volcanisms [4]. They are also studied in the nuclear 
industry, to assess the consequences of the unlikely 
event that in a severe accident molten material 
contacts residual coolant and such an explosion 
results [5]. 

It is postulated that explosions of this type progress 
through a number of distinct phases 151. Initially, the 
melt and water mix on a relatively slow timescale (N 1 s). 
During this stage the melt and water zones have a 
characteristic dimension of the order of 10 mm. 
Because of the high temperature of the melt, a vapour 
blanket insulates the melt from the water and there is 
relatively little heat transfer. If this vapour blanket is 
collapsed in some small region of the mixture, high 
heat transfer rates result and there is a rapid rise 
in the pressure locally. In some circumstances this 
pressure pulse can cause further film collapse, so that 
it escalates and propagates through the mixture, caus- 
ing coherent energy release. The propagating pressure 
pulse (which steepens to form a shock wave) has two 
main effects. Firstly, it collapses the vapour blanket, 
initiating rapid heat transfer. Secondly, it causes 
differential acceleration of the melt and water, which 
in turn leads to relative velocity breakup of the melt 
and a large increase in the melt surface area. As the 

energy of the melt is rapidly transferred to the water 
high pressure steam is produced, which expands, with 
the potential to cause damage to any surrounding 
structures. 

The analogy between thermal detonations and 
classical chemical detonations was first postulated by 
Board et al. in 1975 [6]. Since that time a number of 
steady-state and transient models, all based on the 
analogy between chemical and thermal detonations, 
have been developed to study vapour explosions. They 
have recently been reviewed by Fletcher and Anderson 
[7], who concluded that the current generation of 
models is not yet able to simulate many of the com- 
plex physical phenomena occurring in a thermal 
detonation, but that they provide a useful tool cap- 
able of stimulating experimental research. When devel- 
oping a model it is important to realize that different 
phenomena are important for different hot and 
cold fluid pairs. In the case of water/cryogenic fluid 
explosions there is considerable evidence to suggest 
that nucleation phenomena and super-heat limits are 
important [8]. In other circumstances, e.g. the inter- 
action of low-melting point alloys with little melt 
super-heat and water, the freezing of a thin shell of 
melt at the melt/water interface can inhibit frag- 
mentation [9]. 

In the current modelling attempt it was decided to 
examine the propagation behaviour when the frag- 
mentation of the melt was caused by hydrodynamic 
means alone. Thus, in the current work, thermal frag- 
mentation and the effect of melt freezing have been 
ignored as far as the fragmentation process is con- 
cerned. Even with these limitations the model is use- 
ful for scoping the effect of various uncertain par- 
ameters and the influence of the initial conditions. 
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NOMENCLATURE 

area factor 
coefficient in the artificial viscosity 
formula 
drag coefficient 
constant in the fragmentation model 
specific heat at constant volume 
internal energy 
stagnation energy 
heat transfer coefficient 
stagnation enthalpy 
momentum exchange function 
length-scale 
pressure 
energy exchange function 
temperature 
time 
time step 
velocity 

X spatial coordinate 
AX space step. 

Greek symbols 

; 

volume fraction 
void fraction 

l-r mass exchange rate between melt 
droplets and fragments 

l- rrag length-scale source term 

Pzi artificial viscosity 

P density. 

Subscripts 
e effective fluid (water plus fragments) 
f fragments 
m melt droplets 
W water. 

However, the reader should always keep in mind that 
many approximations have been made in formulating 
this model and that the aim of this modelling work is 
to stimulate experimental work and predict trends, 
not to provide definitive predictions for the system 
considered. 

This paper contains a description of the improve- 
ments and enhancements which have been made to 
an earlier version of a model, called CULDESAC, 
developed by Fletcher and Thyagaraja [ 10, 111. 
Results obtained with the early version of the model 
showed that : 

(a) for very high heat transfer rates propagation 
occurs in highly voided mixtures [lo] ; 

(b) the presence of a permanent gas does not affect 
the propagation behaviour significantly for high heat 
input rates [ 111; 

(c) mixture inhomogeneities can lead to com- 
plicated propagation behaviour [ 121; 

(d) for a lower heat transfer rate a detonation may 
take a considerable time to develop in a spherical 
geometry whereas it develops rapidly in a planar 
geometry [ 121. 

This work highlighted the need to make the model 
sufficiently flexible that it could be applied over a wide 
range of initial void fractions and to low heat input 
rates. This was prevented in the earlier version of the 
model by the appearance of high frequency oscil- 
lations at the shock front in simulations where the 
compressibility of the material behind the front was 
low. 

The new version of the model presented in this 
paper achieves the aim stated above. In addition, an 
extra velocity field has been included so that the melt 
particles formed by the fragmentation process are no 
longer required to move with the water velocity, as is 

the case in all previous models [7]. Section 2 of this 
paper contains a description of the partial differential 
equations which make up the model and the consti- 
tutive relations used to close it. The new solution 
procedure, developed to enable strong shock to be 
captured using artificial viscosity, is described in Sec- 
tion 3. Section 4 contains the results from some simu- 
lations which show that the new solution scheme does 
indeed perform well. These results are used to illus- 
trate how the model can be used to make predictions 
in advance of experimental data. Section 5 contains 
the conclusions. 

2. DESCRIPTION OF THE MODEL 

In this section the partial differential equations and 
constitutive relations which constitute the model are 
described. The model is transient and one-dimensional, 
although this may be planar, cylindrical, spherical 
or any user-specified slowly varying shape. (This is 
achieved by making suitable choices for the area 
factors, A, in the equations given below.) The mixture 
is assumed to consist of melt droplets, water and 
steam. Behind the detonation front the droplets are 
fragmented and the water is heated by energy transfer 
from the fragments. This situation is shown sche- 
matically in Fig. 1. 

In the model this situation is represented using three 
different components, namely melt droplets (m), melt 
fragments (f) and water (w). In order to restrict the 
number of constitutive relations required to close the 
model, the simplifying assumption that steam and 
water are always in mechanical and thermal equi- 
librium is made. This assumption is justified once 
supercritical temperatures and pressures occur and 
provides a first approximation for subcritical con- 
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FIG. 1. A schematic representation of the physical picture underlying the model. 

ditions. (In the text we will use the generic description 
‘water’ to mean any mixture of water and/or steam 
which is in thermal and mechanical equilibrium.) 
Each species is assumed to have its own velocity field. 
The fra~en~tion process is assumed to be boundary 
layer stripping [13], although the model is sufficiently 
general to apply to any hydrodynamic fragmentation 
process. Heat is transferred from the fragments to all 
of the water at a finite rate. Thus no allowance is 
made for local thermal disequilibrium, around the 
fragments, in the water phase. 

This problem has been formulated mathematically 
using the usual multiphase tlow equations [ 141, where 
the presence of each species is specified by a volume 
fraction and all of the species are at a common 
pressure. The simplifying assumption that the melt 
and fragments are in~mpressible is made, so that 
pr = pm = constant. 

2.1. Conservation equations 
Conservation of mass applied to the water, melt 

and fragments gives 

and 

In equations (2) and (3) Tf is the mass exchange rate 
between the droplet and fragment species due to frag 
mentation and is specified later. 

Conservation of momentum for the water, melt and 
fragments gives 

and 

ap 
= -%G& +Knw(~w-- ~d--rf~rn (5) 

(6) 

The terms on the right-hand side of equations (4)-(6) 
represent the effect of the pressure gradient force, drag 
between the various species (the fragments and the 
melt droplets are assumed to be surrounded by water 
so that they do not interact, i.e. &,, = 0), and momen- 
tum transfer between the large droplets and the 
fragments due to fra~en~~on. The fra~ents are 
assumed to be moving with the melt droplet velocity 
at the instant they are formed. Real viscous forces 
have been ignored, since they are always negligible in 
situations of interest here. However, one of the new 
features of this model is the inclusion of the artificial 
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viscosity term in the water species momentum equa- 
tion. 

There are also energy conservation equations for 
each species. It is convenient to work in terms of the 
stagnation energy, defined by e, = e+ lj2V2 and the 
stagnation enthalpy defined by h, = e,+p/p. Con- 
servation of energy for the water, melt and fragments 
gives 

(7) 

aa, 
= -pt +R,,(T,-T,,,) 

and 

-t Vd,,,( Vw - V,) - rfh,m (8) 

= -p$+R,(T,-TJ 

+ V&w ( Vw - V,) t- r,hsm. (9) 

In the above equations the terms involving R,,,,, etc. 
represent thermal equilibration and the terms con- 
taining K,,, etc. are the drag work. It has been 
assumed that all of the irreversible drag work heats 
up the water. For completeness, the viscous work due 
to the artificial viscosity term is included in the water 
energy equation, but this is found to be insignificant 
in practice. 

In multiphase flow the surface area per unit volume 
of the interpenetrating phases plays an important role 
in dete~ining the interaction between the different 
phases, i.e. in determining inter-facial drag and heat 
transfer. A transport equation for this quantity was 
developed by I&ii [14] in his fundamentai review of 
the equations of muitiphase flow. In this work we 
assume that the melt is composed of spherical 
droplets, so that it is an easy matter to convert this 
equation to one for the droplet diameter. The resulting 
equation for the length-scale of the melt droplets is 
given by 

In the above equation the term involving Tr arises as 
a consequence of writing the transport equation in 

conservation form and the term -I’f,,p models the 
chosen fragmentation process. 

In addition to the above equations there is the con- 
straint that 

a,+a,+a, = 1. (11) 

This completes the specification of the differential 
equations. The next subsections contain a description 
of the constitutive relations used to close the model, 
the equations of state (EOS), the form of the artificial 
viscosity term used, and the boundary and initial con- 
ditions. 

2.2. Constitutive relations 
In this section the constitutive relations for drag, 

heat transfer and fragmentation employed in the 
model are described. 

2.2.1. Momentum exchange. If the volume fraction 
of droplets is am, there are fict,/nL~ spherical droplets 
per unit volume. The drag force on a single droplet 
may be written as 

Fr, = &i,mw~e +,vW-vJ(vW-Y,,) (12) 

where pe = (~~~+a~~~)/(~+a~) is the effective den- 
sity of the fluid dragging the melt drops. The effective 
density is used because there is assumed to be no direct 
interaction between the fragments and the unfrag- 
mented drops ; the presence of the fragments is 
assumed to increase the inertia of the fluid sur- 
rounding the drops. Thus the total drag force is 

and comparison of equation (13) with equation (5) 
shows that 

K mw = ~cd,&~Iv4. (14) 
m 

In the present work a constant value of c,,,, = 2.5 
has been used. This value is higher than the usual 
value of 0.4 to account for the increased drag when 
drops are fra~enting [ 131. 

Similarly, the drag between the melt fragments and 
the water is given by 

(15) 

where cd.rW = 0.4. (The present model can be used to 
simulate the situation of no slip between the water 
and fragments by setting cd,rW to a large value.) 

2.2.2. Heat transfer. If the heat transfer rate is 
specified as the product of a heat transfer coefficient 
and the temperature difference, it is easily shown that 

and 

R,, = 6a, $ 
m 

(16) 
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where h, is the heat transfer coefficient between the 
melt and water, hrw the heat transfer coefficient 
between the fragments and water and Lr the fragment 
size. 

The heat transfer mechanisms between the melt and 
water are very complex and depend on the time- 
history of each particle. The only experimental data 
available are rather crude and consist of time-aver- 
aged heat transfer coefficients for the duration of the 
fragmentation process [7]. Thus in the present model 
constant values for the heat transfer coefficients have 
been used. A value of h,, = lo3 W m-’ K- ’ was used 
for the melt when it was surrounded by a vapour film. 
This is a typical value obtained from a combination 
of radiation and film boiling [7]. This value was 
increased by typically two orders of magnitude when 
vapour film collapse was judged to have occurred. 
This increase is somewhat less than that used in an 
earlier version of CULDESAC [lo], since it is thought 
to be closer to expected values than the upper bound 
value used in the earlier work. However, there is con- 
siderable uncertainty as to what values actually occur 
in real explosions. (The effect of varying this par- 
ameter is examined in Section 4.3.) 

The treatment of vapour film collapse used here is 
simply to increase the heat transfer coefficient when 
the pressure exceeds a certain value, since this models 
pressure induced vapour film collapse. In the situation 
considered in this paper the initial melt temperature 
is always very high (-3000 K) and therefore tem- 
perature controlled vapour film collapse was not con- 
sidered to be important [15]. Scoping calculations 
show that the model predictions are insensitive to 
the choice of vapour film collapse pressure and melt 
droplet to water heat transfer coefficient, provided 
that reasonable values are chosen [ 121. 

The fragment size Lf is not determined by the frag- 
mentation model currently employed (see Section 
2.2.3) and was specified by reference to experimental 
data. A typical value of Lf = 100 pm was used [16]. 

2.2.3. Fragmentation model. A boundary layer strip- 
ping model for fragmentation is used, as this is 
thought to be the most appropriate for the study 
of vapour explosions [ 171. The model proposed by 
Carachalios et al. [ 171 is used. This gives the following 
stripping rate from a single droplet 

where the empirical constant crrag takes a value of 
approximately l/6. Multiplying equation (18) by the 
number of drops per unit volume and comparing the 
result with equation (2) gives 

l-r = %ncrJ vln - ~,IJ(P.Pm)/&n (19) 

where all of the constant terms have now been 
included in crrag, so that crmg - 1. Thus the mass strip- 

ping rate is proportional to the relative velocity and 
the square root of the effective density. As frag- 
mentation occurs, the density of the surrounding fluid 
is increased by the addition of fragments and thus the 
fluid has more inertia to fragment the drops further. 

The length-scale of the droplets is changed by the 
mass loss due to boundary layer stripping. For spheri- 
cal drops it is easily shown that the mass loss rate 
given in equation (19) implies a length-scale source 
term of 

l- rrag = jI-r-%n (20) 

which is not surprising, as equation (20) implies that 
a droplet’s length-scale changes at one-third the rate 
of its volume. An empirical function has been added to 
ensure that breakup only occurs for Weber numbers 
above a critical value (We,,, z 12). Details are given 
elsewhere [ 181. 

2.3. Equations of state 
The melt equation of state is very simple. The melt 

is assumed to be incompressible so that pm = pr = 
constant, and to have a simple caloric equation of 
state so that E,,, = c,T,,, and Ef = CUT,. 

The EOS for water is more complicated and there 
is virtually no thermodynamic data on the properties 
of water at high temperatures and pressures in a suit- 
able form for use in a model such as this one. In this 
study an approximate EOS, based on the Grtineisen 
approximation, has been used. The equation of state 
is fully described in ref. [lo] and has been shown to 
agree well with steam table data in the region where 
they can be compared [ 111. 

2.4. Artificial viscosity 
In an earlier version of the CULDESAC code [lo, 

111 the conservation equations were solved without 
the inclusion of an artificial viscosity term. This pro- 
cedure was found to work well, provided that the 
water density behind the front was not too great. For 
example, a series of calculations performed to examine 
the effect of varying the void fraction (the fraction of 
the water phase in vapour form) ahead of the front, 
showed the increased presence of high frequency oscil- 
lations in the pressure at the front with falling void 
fraction [lo]. Simulations also showed that decreasing 
the heat transfer rate from the fragments to the water 
led to these oscillations [ 111. In some cases a solution 
could not be obtained beyond a certain time because 
these oscillations caused unphysical compression of 
the water (they led to densities outside the liquid 
region of the phase plane). 

In this version of the model an artificial viscosity 
term is included in the water species momentum 
equation in order to remove this instability. The 
chosen form is that advocated by von Neumann and 
Richtmyer [19] and discussed by Richtmyer and 
Morton [20]. The artificial viscosity, pc,, is assumed 
to be of the following form : 
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if c8; < 0 

= 0 otherwise. (21) 

This form for pa has the property that viscosity is only 
added in regions of flow compression, i.e. it does not 
smear out expansion fans and it is only added where 
there are large velocity gradients, i.e. at the shock 
front itself. It is consistent with the original differential 
equation in that pB + 0 as Ax -+ 0. However, as dis- 
cussed elsewhere [21], it is not sensible to insist on 
the requirement that the solution should converge as 
Ax + 0, since the original equations do not contain, 
for example, viscous terms. 

In the original work of von Neumann and Richt- 
myer, it was shown that if the constant b,, was chosen 
to be of order unity, then the shock would be spread 
over approximately three grid cells. This conclusion 
was based on analysis for an ideal gas equation of 
state. In this application values of b, of the order of 
5-15 were used, with higher values required for the 
less compressible initial condition, i.e. for low initial 
void fractions or low heat input rates. Higher values 
of b0 are required because the equation of state of 
water is much ‘stiffer’ than that of an ideal gas. 

2.5. Boundary and initial conditions 
The above equations are solved in a solution 

domain which represents an initial mixture contained 
in a closed vessel. Thus the only boundary condition 
needed is to set the velocities to zero at the vessel 
walls. 

Initially, the volume fractions, void fraction, vel- 
ocity and particle size distribution are specified. To 
simulate triggering a fraction of the melt is fragmented 
in a small region of the solution domain. This causes 
a high heat transfer rate in these cells, the pressure 
rises locally and a detonation wave may develop. 

3. SOLUTION PROCEDURE 

The partial differential equations are solved using 
a finite difference method which employs the usual 
staggered grid arrangement. All convective terms are 
modelled using upwind differencing for stability. An 
implicit scheme is used, with all physical terms, except 
for the rates obtained from constitutive laws, being 
evaluated using mid-time values. (Mid-time values are 
obtained by taking the average of the old time value 
and the new time value obtained from the previous 
iteration step.) The fragmentation, heat transfer and 
drag rates are evaluated using old time values, once 
and for all, at the beginning of each time-step. The 
artificial viscosity term in the water momentum equa- 
tion is treated fully implicitly for stability. The same 
basic strategy as described in refs. [ 10,221 is employed, 
except that iteration must now be carried out at each 
time-step. Superscripts n and n+ 1 are used to denote 
old and new time values, respectively. At any time 

during the calculation new time values of the field 
variables are obtained using the following procedure : 

(1) Determine the fragmentation, heat transfer and 
drag rate using old time values. 

(2) Equations (l)-(3) are used to obtain (o~,,,rwp~)~+ ‘, 
CX~+’ and@+’ , respectively. Equation (11) is then used 
to determine G+ ’ and hence pz+ ’ can be determined. 

(3) Equations (4)-(6) are used to obtain the new 
velocity fields. A t&diagonal matrix is solved for each 
species, with the momentum flux, pressure gradient 
and drag terms evaluated using the latest estimates of 
the mid-time values. 

(4) The new stagnation energies are found by time 
advancing the three energy equations (7)-(9). Using 
the stagnation form ensures that the Rankine- 
Hugoniot equation can be built into the solution 
scheme to give it good shock-capturing properties. 
The new velocity field is then used to determine the 
new internal energies. 

(5) The caloric equations are used to determine the 
new melt and fragment temperature. The water EOS 
is then used to determine the new pressure field and 
the water temperature. 

(6) A check is made to determine the largest change 
in the pressure in each cell, from that calculated at the 
previous iteration step, normalized by the pressure in 
that cell. If this is less than 10e3, equation (10) is 
solved to obtain the new melt length-scale and the 
iteration cycle is finished. If it is not, new mid-time 
values are calculated using the latest estimate of the 
values at the time level n + 1 and the iteration process 
starts again at step 2. 

This completes a brief description of the numerical 
scheme, which has proved to be very robust and 
stable. Typically three iterations are required at each 
time-step. Because an implicit method is being used, 
the time-step can exceed the value used in the previous 
version of the code by about two orders of magnitude. 
The main restriction on the time-step is that imposed 
by the need to model rate processes, such as frag- 
mentation, accurately. 

4. EXAMPLE SIMULATIONS 

The next three subsections contain results obtained 
for the case when the fragments are assumed to move 
with the water species, i.e. obtained using a large value 

Of cd,fw. These results are then for the same physical 
model as used in previous simulations [lo]. In the first 
subsection the properties of the solution scheme are 
studied. The next two subsections contain results 
obtained from a computational study of the effect of 
varying the initial void fraction and the heat transfer 
rate between the fragments and the water. Some 
results obtained from a study where the fragments 
are not assumed to move with the water velocity are 
presented in Section 4.4. Unless otherwise stated the 
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Table 1. Parameters used in the detonation simulations 

Parameter Value Unit 

Time-step 
Space-step 
Coefficient in artificial 

viscosity term (b,) 
Initial particle size 
Initial pressure 
Heat transfer rate : 

vapour blanketed 
liquid-liquid contact 

Pressure required to collapse 
vapour blanket 

Initial melt temperature 
Melt density 
Melt heat capacity 
Melt surface tension 
Initial melt volume fraction 
Initial void fraction 
Length of triggered zone 
Fraction of melt fragmented 

as a trigger 

1O-6 
0.005 

15.0 
0.005 

0.1 

lo3 Wm-*K-’ 
lo5 Wm-*K-i 

1.0 
3400 
8400 
500 
0.4 
0.1 
0.5 
0.02 

MPa 
K 

kg me3 
J kg-‘K-’ 

Nm-’ 

- 
m 

0.9 

S 

m 

- 

My a 

conditions shown in Table 1 are used in the calcu- 
lations. All of the simulations are for a planar 
geometry, i.e. A = 1. 

Figure 2 shows the results from a simulation of the 
development of the pressure profile as a function of 
time for the conditions in Table 1. (Profiles are shown 
every 0.5 ms.) Also shown, as a dotted line, is the 
development of the pressure profile for the case where 
no artificial viscosity was added. This latter cal- 
culation fails after 1.5 ms because unphysical density 
values are produced (the liquid density exceeds values 
obtainable for liquid water). This comparison shows 
that the instability at the front has been cured. 

4.1. Properties of the numerical scheme 
As with all numerical work, it is important to under- 

stand the effect of solution parameters on the results 
obtained from the finite difference scheme. There are 
essentially four parameters to consider : (i) the time- 
step At; (ii) the space-step Ax; (iii) the artificial vis- 

. . . . . . . . . . . be = 0 

- bo=12 

cosity coefficient b0 ; and, (iv) the convergence cri- 
terion used to terminate the iteration scheme. 

By reducing the time-step and the convergence cri- 
terion it was found that the solution was independent 
of these parameters for the values chosen. In fact the 
time-step can be increased so that the Courant number 
exceeds unity without any problem. This is because 
the scheme is fully implicit. However, the Courant 
number was - 0.4 in most calculations, since the time- 
step is limited by the requirement that rate processes 
be properly resolved. 

The results of a space-step refinement study are 
shown in Fig. 3. In this calculation the initial void 
fraction was 0.1 and the artificial viscosity coefficient 
was set to 15. The figure shows the pressure profile 
for three different cases, Ax = 2.5, 5 and 10 mm, 2.5 
ms after triggering. The same trigger was used in each 
simulation. (The time-step was also changed so that 
the Courant number was the same in each simulation.) 
It is evident from the figure that the solution obtained 
with a 5 mm grid is not sigificantly different from that 
obtained from a 2.5 mm grid. In fact the average 
velocity of the front varies from 360 m s- ’ for the 10 
mm grid to 380 m SK’ for the 2.5 mm grid, which 
would be well within experimental error if such data 
were available. Further grid refinement is not sensible, 
since the validity of the inviscid multiphase flow equa- 
tions is questionable even at this level of grid refine- 
ment [21]. Thus it was decided to use a 5 mm grid in 
all future calculations. 

The effect of varying the artificial viscosity 
coefficient was examined for a case where a solution 
could be obtained with zero artificial viscosity. In 
order to do this an initial void fraction of 0.7 was 
chosen. Figure 4 shows the pressure profile 2.5 ms 
after triggering for values of b,, of 0, 6, 8 and 10. It is 
evident that there is not a significant difference 
between the results obtained with the non-zero values 
of b,,. Increasing b,, increases the shock speed but 
not significantly. The instability at the front, which is 
significant when there is no artificial viscosity, is fully 
removed when b0 is set to a value of 8. Thus it may 

FIG. 2. A 
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. comparison of the development of the pressure profile for simulations with and without artificial 
viscosity. The initial void fraction is 0.5 and pressure protiles are shown every 0.5 ms. 
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FIG. 3. The effect of the choice of space grid on the predicted pressure profile, 

be concluded that the choice of b0 does not affect the 
solution to within experimental accuracy, provided a 
reasonable choice is made. Experience of using the 
model shows when too small or too large a value of 
b, has been chosen. 

4.2. The eflect of initial ooid,fraction 
It is apparent from the results already presented 

that the initial void fraction of the mixture can affect 
the shape of the pressure profile and the speed of 
the detonation front. This section contains a detailed 
study of this effect. It is important to know how the 
initial void fraction affects the detonation behaviour 
because it is one of the principal unknowns in the data 
used to validate this type of model [7] and it varies 
considerably with melt temperature. For example, 
experiments using molten aluminium at say 1000 K 
poured into water lead to very different premixtures 
from molten uranium dioxide at 3400 K poured into 
water. In the first case high volume fractions of 
liquid water can exist within the mixture, whereas 
at the higher melt temperature the liquid fraction is 
very low [23]. 

Figure 5 shows the predicted pressure profile 2 ms 
after triggering for a range of initial void fractions. 
It is evident that decreasing the initial void fraction 
leads to flatter pressure profiles, with the heat being 
input over a much longer spatial distance. This is 
because the fragmentation process is less efficient 
when the pressure at the shock front is lower. The 
very flat pressure profiles predicted for low initial void 
fractions are similar in shape to those predicted for 
tin-water detonations by Sharon and Bankoff [24]. In 
the case of tin and water there is very little thermal 
energy in the tin and so the water is not heated 
significantly if the heat is added to all of the water 
present [7]. 

It is also apparent from the figure that the speed of 
the detonation front varies considerably with initial 
void fraction. Figure 6(a) shows the average speed of 
the front over the first 2 ms of the calculation. It is 
evident that the speed has a minimum value for a void 
fraction of -0.3. Figure 6(b) shows the experimental 
data. of Miyazaki et al. [25] for the speed of pressure 
waves in air-water mixtures. The figure shows that 
the present model predicts similar behaviour for det- 
onation waves. The minimum speed occurs at about 
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FIG. 4. The results of a study of the effect of the size of the artificial viscosity coefficient on the predicted 
pressure profile. Note the complete removal of the instability for values of b. greater than 6. 
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FIG. 5. A comparison of the shape of the pressure profile for a range of initial void fractions. 

the same void fraction in the two different cases. Also, 
the increase in the speed away from the minimum is 
seen to be much faster in the low void fraction region 
than in the high void fraction region, a feature which 
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FIG. 6. The effect of initial void fraction on the shock front 
speed: (a) as predicted for detonations using the present 
model; (b) as measured by Miyaxaki et al. for air-water 

mixtures (taken from ref. [25]). 

is, again, a prediction of the present model. The speeds 
are very different in the two cases because of the heat 
energy addition in the detonation case. 

It is also of interest to examine the detailed variation 
of properties, such as the volume fractions, water 
density, velocities and temperatures across the inter- 
action zone. Simulations were performed for three 
different void fractions, namely 0.1,0.3 and 0.9, these 
corresponding to the two ends and minimum point 
on the plot of detonation velocity against void fraction 
(see Fig. 6(a)). The calculations were terminated when 
the detonation front had travelled approximately 
0.9 m, this corresponded to times since triggering of 
2,3 and 2.5 ms, respectively. 

Figures 7(a)-(c) show the three volume fractions 
for the three cases described above. At the lowest void 
fraction it is evident that complete fragmentation of 
the melt does not occur. At a void fraction of 0.3 the 
fragmentation zone is -0.5 m long and for a void 
fraction of 0.9 the zone is 0.15 m long. This is because 
a much stronger detonation develops for high initial 
void fractions with the present modelhng assump- 
tions. The behaviour of the fragments is also very 
different in the three cases. At low initial void fractions 
the particles remain where they are formed but for a 
high initial void fraction they tend to follow the 
detonation front, increasing the compression at the 
front. In the calculations presented here the particles 
are assumed to move with the water species ; the effect 
of allowing for a finite drag rate is considered later. 

The water density for the three different cases is 
shown in Figs. 8(a)-(c). It is clear that at high initial 
voids fractions there is far greater compression of the 
water at the detonation front but that the density falls 
rapidly behind the front. The effect of allowing for 
this density difference on the heat transfer rate is con- 
sidered in Part II of this paper. In all cases there is an 
anomalous region close to the wall at which triggering 
was assumed to occur, however, this behaviour is 
confined to the first 0.1 m of the solution domain. 
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FIG. 8. The water density profiles for three different initial 
void fractions. 
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FIG. 7. The volume fraction profiles for three different initial 
void fractions. heat transfer rate under these sort of conditions, i.e. 

millisecond timescales and high temperatures and 
pressures. A recent review of the available data [7] 

Figures 9(a)-(c) show the velocity fields for the 
concluded that heat transfer coefficients in the range 

three different cases. Again it is evident that there is 
IO’-lo6 W me2 K-’ are appropriate when heat trans- 

very different behaviour in the three cases. At high 
fer is to a high density fluid. The lower value cor- 

initial void fractions the shock front is very steep and 
responds to liquid-liquid conduction and the higher 

very strong. At low initial void fractions there is some 
value corresponds to enhanced boiling. 

smearing of the shock front but the main feature is 
Figures 11 and 12 show the development of the 

the much reduced fluid velocity and the much longer 
pressure field with time for heat transfer coefficients 

flow zone in the low void fraction case. 
of lo5 and lo6 W m-* K-‘, respectively. The initial 

Finally, Figs. lo(a)-(c) show the predicted tem- 
void fraction was 0.5 and pressure traces are shown 

perature fields for the three different cases. Heat trans- 
every 0.2 ms. There is a considerable difference 

fer is seen to be more rapid at high void fraction but 
between the two figures, showing the importance of 

in all cases the heat transfer zone is very long and heat 
knowing the heat transfer rate. At the lower value of 

transfer is far from complete in the low initial void 
hrw the pressure profiles show no evidence of a von 

fraction cases. Thus a large system dimension would 
Neumann spike and are apparently far from reaching 

be required for a steady-state detonation to develop. 
a steady state even after a distance of 0.9 m has been 
travelled. At the higher heat transfer rate there is a 

4.3. The effect of varying the heat transfer rate well-developed von Neumann spike and the pressure 
The heat transfer rate from the fragments to the profile is much closer to reaching a steady state. Also 

water is a very important parameter in the model. the average velocity in the high heat transfer rate case 
However, this quantity is not well known because of is approximately double that in the low heat transfer 
the experimental difficulties of measuring the transient rate case. Thus although the model predictions are 
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very sensitive to the heat transfer rate, it should be 
possible to design experiments to determine which 
value of the heat transfer rate produces pressure pro- 
files the closest to those observed experimentally. 

Comparison of the shapes of the pressure profiles 
shown in Figs. 11 and 12 with those shown in Fig. 5 
leads one to the conclusion that reducing the heat 
transfer rate is in some sense equivalent to reducing 
the initial void fraction. This is easy to explain. If the 
heat transfer rate is high or the initial void fraction is 
high (recall that in these simulations the heat transfer 
rate does not depend on the flow regime), then super- 
critical conditions are reached a short distance behind 
the shock front and the pressure is high. However, if 
the heat input rate is low or the initial void fraction 
is low then the water phase is heated up more slowly 
and no pressure spike is formed. 

4.4. The eflect of ailowing slip between the water and 
fragment phases 

The effect of relaxing the assumption that the frag- 
ments and the water move with the same velocity is 
examined briefly in this section. The case of a void 
fraction of 0.9 and a heat transfer coefficient of 10’ W 
m- ’ K- ’ is considered. This is a case, shown in Figs. 
7-10, where there is a significant accumulation of 
particles behind the detonation front. (All other con- 
ditions, except for b,, = 10, are the same as those 
shown in Table 1.) Figure 13 shows a comparison of 

O-O 01 0.2 0.3 0.4 0.5 O-6 07 0.8 09 1.0 

Distance ImJ 
Ic) Jnitial void fraction SO.9 

FIG. 10. The temperature profiles for three different initial 
void fractions. 

the pressure profiles obtained 2 ms after triggering for 
cases where c~,~~ = 0.4 and 75, the latter value giving 
fragment and water velocities which were identical 
almost everywhere. It is clear from the figure that the 
two solutions are not very different, apart from the 
fact that the sharp spike present in the no-slip case is 
‘rounded’ in the case where slip is allowed. The shock 
speed and steady-state pressurization behind the front 
are almost identical. 

Figure 14 shows a comparison of the velocity fields 
in the two different cases. It is apparent from 
Fig, 14(a) that in the case of a large drag coefficient 
there is virtually no slip between the fragments 
and the water. However, Fig. 14(b) shows that when 
cd,rw = 0.4 there is considerable slip between the frag- 
ments and the water phase throughout the solution 
domain. (In both figures the melt velocity field in the 
first 0.8 m is of no significance since the melt particle 
fraction is very small in this zone.) This slip between 
the water and fragments leads to some ‘rounding’ of 
the fragment void fraction profile near the shock front 
but the effect is not significant. 



2446 

300 
r 

o-o 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 O-9 1.0 

Distance (ml 

FIG. Il. The deveiopment of the pressure profile for an initial void fraction of 0.5 and a fragment to water 
heat transfer coefficient of 10’ W m-2 K-‘. (Pressure profiles are shown every 0.2 ms.) 
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FIG. 13. A comparison of the pressure profiles for cases with and without slip between the fragment and 
water phases. Note the rounding of the von Neumann spike in the case where slip is allowed. 
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FIG. 14. A comparison of the velocity fields for cases with 
and without slip between the fragment and water phases. 

Thus it may be concluded that allowing for slip 
between the fragments and the water phase is not an 
important feature of the model once a detonation has 
developed. However, this may not be the case when 
the initial escalation stage is considered, especially if 
the trigger is weak. 

5. CONCLUSIONS 

An improved model of melt/water detonations has 
been described. The model uses the usual multiphase 
flow equations to simulate the passage of a detonation 
wave through a mixture of melt and water. The model 
assumes that differential acceleration of the melt and 
water, by the passage of a shock front, causes relative 
velocity induced fragmentation of the melt. This frag- 
mentation, together with the collapse of the vapour 
blanket, leads to the development of a detonation 
wave. The paper describes a new solution algorithm 
which allows strong shocks to be captured and extends 
the range of applicability of an earlier model [lo] 
considerably. 

The model has been used to study the effect of 
the initial mixture void fraction on the propagation 
behaviour and to examine the effect of varying the 
fragment to water heat transfer rate. It is shown that 
a wide range of propagation velocities and pressure 
profile shapes are predicted using the present model. 
The model predicts a dependence of the detonation 
velocity on initial void fraction which is very similar 
to that observed for pressure pulses in an air-water 

mixture. An extension of the model to allow for slip 
between the fragments and water phases has been 
made. It is shown that this effect is not important once 
a detonation develops. 

In Part II of this paper [26] the initial escalation 
phase, following triggering, is studied in more detail, 
and the effect of varying some of the constitutive 
physics assumptions is examined. 
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UN MODELE MATHEMATIQUE AMELIORE POUR LA DETONATION BAIN 
FONDU/EAU-I. FORMULATION DU MODELE ET RESULTATS EXEMPLAIRES 

R&sum&-On dtcrit un modele mathematique des detonations bain fondu/eau. Ce modtle a et8 developpe 
pour Studier l’escalade et la propagation des stades dune explosion de vapeur. Le modele reprtsente une 
extension significative dune version anterieure du code CULDESAC developpe aussi au Laboratoire 
Culham. Pour d&ire la physique du probleme, on donne l’expose complet des equations du bilan et des 
relations constitutives qui forment le modile. La procedure de resolution est ensuite d&rite et on presente 
quelques exemples de resultats de simulations. Ces resultats demontrent la performance accrue du nouveau 
modile et illustrent l’effet de la fraction de vide initiale du melange sur la propagation. On examine le role 
joue par les differents parametres et par les hypotheses sur la physique. La seconde partie de l’etude con- 

tiendra une analyse detaillee de l’escalade des &tats. 

EIN VERBESSERTES MATHEMATISCHES MODELL FtiR DETONATIONEN BEIM 
KONTAKT ZWISCHEN GESCHMOLZENEM MATERIAL UND WASSER-I. 

FORMULIERUNG DES MODELLS UND BEISPIELRECHNUNGEN 

Zusammenfassung-In dieser Arbeit wird ein verbessertes mathematisches Model1 fur Detonationen beim 
Kontakt von geschmolzenem Material und Wasser beschrieben. Das Model1 wurde zum Studium der 
Entwicklungsstufen einer Dampfexplosion erstellt. Das vorgestellte Model1 ist eine wesentliche Erweiterung 
einer friiheren Version des CULDESAC-Programms (D. F. Fletcher and A. Thyagaraja, Appl. Math. 
Modelling 13, 339347 (1989)), das ebenfalls im Culham-Laboratorium entwickelt worden ist. Zuniichst 
wird das physikalische Problem beschrieben. AnschlieBend folgt eine vollstiindige Beschreibung der 
Erhaltungsgleichungen und der iibrigen Beziehungen, aus denen das Model1 aufgebaut ist. Das Msungs- 
verfahren wird erlliutert, und es werden einige Ergebnisse aus Beispielrechnungen vorgestellt. Diese Ergeb- 
nisse zeigen die erhijhte Leistungsfahigkeit des neuen Modells und illustrieren den EinIIuB des anfanglichen 
mittleren Dampfgehalts auf die Ausbreitung. Die Bedeutung verschiedener Liisungsparameter und 
physikalischer Annahmen wird ebenfalls iiberpriift. Der 2. Teil der A&it enthiilt eine detaillierte Unter- 

suchung des fortgeschrittenen Stadiums der Entwicklung. 

YCOBEPIIIEHCTBOBAHHA MATEMATHqECKAII MOJ&JIb AETOHAIJHn B 
PACI-IJ’IABE WI&i BOAE-I. WPMYJIEIPOBKA MOAEJIkl H PE3YJIbTATbI PEJJIEHkil 

Amwraqua--OnHcb~~aercr yconepmeHcrBos;uIHan MaTeMaTHwcxas Monenb neToH_ii B pacnnane 
HJIHB none.Monenbpa3pa6oTaHac~e~H,HccnenosaHHncr~iixKana~HpacnponpaHe~n napo- 
~oro ~spbma. OHa npencrasnneT codoii o6o6ueHae npemmero sapHaHTa rxporpzw~~ CULDESAC 
(D. F. Fletcher and A. Thyagaraja, Appl. Math. Modelling 13, 339-347 (1989)), Tame pa3pa60TaHHOrO B 

~a6OpaTOpHE Kann~.nocne~anasa~~sarecw~xacnerrroesasasa np~no~~~~~nypaeHe~~ncoxpaHe- 
HHR H COOTHOIUeHHB, BXODUUEe B II~AJtOKeHHylo MOJWTb.kTCM OIlHCbIBaCTCX MeTOAEXa ~IIIeHESi H 

LWOTCJI ~3)'JIbTaTbIMOZWIHpOBaHWl HeKOTOPbIX 3asaq.nOnygeHHare~ynbTaTblCBHneTenbcrByloTO 

II~HMj'IWCTBaX HOBOiiMO~eJIH H UJUOCTpEipyrOT BJlHme HaWJIbHOii 06TSMHO# LlOJIH Ta3OBOfi @3bl 

B CMeCH Ha paCllpOCT~HeHHe B3PbIBa. klCCJIe~)'eTCSl TBI(xe pOJIb pa3WYHbIX I'lapaMeTPOB H OCHOBHbIX 

~H3HWCKHX nOIIyluerlHfi. BTopan ¶acTb pa6o-rw nocBxIQeHa fieTaJIbHOMy HccJIe~OBaHHXJ cran&iH xrra- 
namiH. 


